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ABSTRACT
Recent research shows that in dyadic and group interactions indi-
viduals’ nonverbal behaviours are influenced by the behaviours of
their conversational partner(s). Therefore, in this work we hypoth-
esise that during a dyadic interaction, the target subject’s facial
reactions are driven by two main factors: (i) their internal (person-
specific) cognition, and (ii) the externalised nonverbal behaviours
of their conversational partner. Subsequently, our novel proposition
is to simulate and represent the target subject’s (i.e., the listener)
cognitive process in the form of a person-specific CNN architecture
whose input is the audio-visual non-verbal cues displayed by the
conversational partner (i.e., the speaker), and the output is the tar-
get subject’s (i.e., the listener) facial reactions. We then undertake
a search for the optimal CNN architecture whose results are used
to create a person-specific graph representation for recognising
the target subject’s personality. The graph representation, fortified
with a novel end-to-end edge feature learning strategy, helps with
retaining both the unique parameters of the person-specific CNN
and the geometrical relationship between its layers. Consequently,
the proposed approach is the first work that aims to recognize the
true (self-reported) personality of a target subject (i.e., the listener)
from the learned simulation of their cognitive process (i.e., parame-
ters of the person-specific CNN). The experimental results show
that the CNN architectures are well associated with target subjects’
personality traits and the proposed approach clearly outperforms
multiple existing approaches that predict personality directly from
non-verbal behaviours. In light of these findings, this work opens
up a new avenue of research for predicting and recognizing socio-
emotional phenomena (personality, affect, engagement etc.) from
simulations of person-specific cognitive processes.
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1 INTRODUCTION
Personality computing [50] has attracted increasing research inter-
est over the last decade due to its wide range of applications such as
candidate screening for recruitment [38], personalised and adaptive
human-agent and human-robot interactions (e.g., [19]). Recent ad-
vances in machine learning (ML) have enabled the development of
non-invasive automatic personality traits analysers that can provide
fast, objective, and repeatable personality assessments. As there
is converging evidence demonstrating that nonverbal behaviours
are significant predictors of personality, most existing automatic
approaches attempt to predict personality traits from nonverbal
audio-visual behaviours (e.g., facial expressions, vocal prosody, etc.)
[10, 17, 29, 49, 53]. Majority of these works focus on analysing an
individual’s observable behaviours, disregarding the interpersonal
interaction context and cues (e.g., interpersonal behaviours due
to dyadic / triadic /group interactions). However, recent research
shows that in dyadic and group interactions individuals’ nonverbal
behaviours and affect are influenced by, and therefore can be pre-
dicted from, the behaviours of their conversational partner(s) [31],
[33]. Therefore, a recent trend in personality computing is to utilise
and incorporate interpersonal features for automatic personality
analysis of a target subject (e.g., [35], [11], [41]).

Metaphorically speaking, in these approaches, the ML model can
be said to play the role of the external artificial observer that ob-
serves the target subject’s nonverbal distal cues - i.e., audio signals
(e.g., delta-mel-cepstral, speech duration, etc.) [18, 40, 51], visual
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Figure 1: The difference between the proposed approach (de-
picted in orange) and existing approaches (depicted in blue).
While the existing approaches attempt to achieve automatic
personality perception from non-verbal behaviours, our ap-
proach learns to recognize true personality bymodelling tar-
get subjects’ cognition.

cues (e.g., facial actions and gestures) [18, 40, 51], and/or observ-
able inter-personal cues [17, 41], [35], [11]. Individuals externalize
their personality through distal cues (e.g., energy) but these cues
undergo a perception bias based on what the observer actually
perceives, and become proximal cues (e.g., loudness) [50]. The ML
model trained with the personality labels provided by the exter-
nal observers, outputs its perception of the corresponding human
speaker’s personality. In other words, the predictions yielded by
theseML approaches are similar to the human listener’s perceptions
of the speaker’s personality. These are referred to as Automatic Per-
sonality Perception (APP) solutions (the inference of assessments
from proximal cues) [50]. However, in some contexts, the task is to
infer the self-assessed (true) personality, i.e., Automatic Personality
Recognition (APR), which targets the inference of true personalities
frommachine detectable distal cues [50]. While APP aims to predict
apparent personality based on proximal behavioural cues, the goal
of APR is to predict the true personality that impacts the generation
of such behaviours (distal cues). Thus, utilising models that were
trained as external observers or listeners may not be appropriate
for inferring true personality traits (Problem 1).

Moreover, majority of the automatic personality analysers at-
tempted to infer personality traits from a single frame or thin slices
of behaviour (short segments) [17, 24, 51]. These approaches tend to
re-use clip-level personality labels as the labels for its constituent
frames or short segments, and train ML models based on such
frames/segments. The problem with these approaches is that at the
level of a single frame or short segment, even people with different
personality traits may display very similar non-verbal audio-visual
behaviours. Therefore, these training strategies would end up utilis-
ing the same input patternwithmultiple labels, making it practically
impossible to train a model that has a good generalization capability
[44, 45, 47] (Problem 2). Although some approaches select a set of

key frames to represent an entire video and infer personality from
such video-level representations [4, 29, 53] , they ignore the details
contained in the discarded frames (Problem 3).

To address the shortcomings highlighted above, this paper aims
to: (i) infer true personality based on the assumption that personal-
ity influences the individuals externalization of their distal cues [50]
(P1), and (ii) encode the information of an entire clip into a length-
independent representation without discarding any frames (P2).
To achieve the first aim, we draw inspiration from the biological
studies showing that personality is closely associated with human
cognition [14, 22, 25, 27] that senses and processes incoming exter-
nal information, and produces relevant behavioural responses. As
CNNs are powerful tools to simulate various human cognitive pro-
cesses (e.g., pattern recognition, classification, etc.), in this paper we
investigate how a CNN can simulate human cognition and whether
the simulated cognitive processes are informative for recognizing
the target individual’s personality. Accordingly, we hypothesise
that during a dyadic interaction, the target subjects’ (listeners)
facial reactions are driven by two main factors: (i) their internal
(person-specific) cognition, and (ii) the externalised nonverbal be-
haviours of their conversational partner (speakers). Subsequently,
our novel proposition is to learn an individual’s person-specific
cognitive process from the non-verbal behaviours they display in
response to their conversational partner, and then use the learned
representation to infer their true personality. To the best of our
knowledge, this is the first audio-visual approach that attempts
to recognize the true (self-reported) personality of target subjects
by modelling their cognitive processes (Contribution 1). In addi-
tion to the above, we propose three additional contributions. As
CNNs capability for cognitive modelling are determined by their
specific architecture and weights, we first introduce a multi-modal
neural architecture search strategy to automatically search an op-
timised person-specific processor architecture that can reproduce
the subject’s facial reactions (Contribution 2). We then propose a
novel graph representation encoding strategy to parameterize each
CNN architecture into a fixed-size graph representation, where a
weighting method is utilized to encode CNN edge parameters as
vertex features for graph representation (Contribution 3). While
most existing graph network-based approaches only consider the
binary adjacency relationship between vertices as the edge features,
we propose a novel end-to-end deep learning strategy to learn
task-specific edge features that provide richer clues for personal-
ity recognition (Contribution 4). The encoded graph representa-
tion is then fed to a Graph Neural Network (GNN) for automatic
personality traits recognition (addressing P1). In this paper, each
person-specific processor is optimized by all available data of the
target subject. Thus, the proposed approach is able to utilize the
information from an entire clip (addressing P2 and P3). The full
pipeline of our approach is illustrated in Fig. 2.

2 RELATEDWORK
2.1 Automatic audio-visual personality

analysis
Early automatic personality analysis studies usually starts with
extracting low-level hand-crafted audio-visual non-verbal features
[10, 34, 36, 48] or interpersonal descriptors [17, 41], and then feed
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(a) Searching a person-specific processor to simulate a target subject’s (listener’s) cognition.

(b) Recognition of the target subject’s (listener) personality from the graph representation of the target subject’s (listener) person-specific CNN model.

Figure 2: The pipeline of the proposed approach. (a) Our approach starts with searching a person-specific processor (multi-
modal CNN) architecture that can reproduce listener’s facial reactions according to the speaker’s audio-visual non-verbal
signals (Sec. 3.1); (b) Then, we parameterize the person-specific processor as a graph representation to represent the listener’s
cognition and feed it to a graph neural network for listener’s personality recognition (Sec. 3.2).

them to traditional regressors to predict personality traits. Recently,
deep learning techniques have started to dominate this research
area. In [18] and [51], two-stream audio-visual bi-modal networks
are utilized to combine frame-level deep visual and audio features
at the fully connected layer, and infer personality at a frame-level.
Ventura et al. [49] proposed a Descriptor Aggregation Network
(DAN) to extract frame-wise features at multiple spatial resolutions.
The results show that facial information, especially eyes, nose and
mouth, play a key role for personality trait prediction. Instead of
inferring personality at frame-level, Principi et al.[40] proposed
a multi-modal CNN to jointly learn audio and visual information
from thin video segments, which are combined with predictions of
attribute-specific models to predict personality.

Since personality trait models focus on evaluating the aspects
of personality that are relatively stable over a long period of time
(usually longer than the duration of a single audio-visual clip), the
features extracted from a frame or thin slices of behaviours may
not carry reliable information to infer personality [23]. Thus, some
studies [3, 34] summarize frame/segment-level features of the entire
clip into a global statistical descriptor. Meanwhile, other studies at-
tempt to select a small number of key frames to represent the entire

video. For example, Zhang et al. [53] selects a face image from each
short segment. Then, a consensus strategy is employed to process
all the selected frames, to produce video-level personality predic-
tions. Li et al. [29] also select a face image and a face-background
image from each segment and stacks them as the clip-level stream.
This approach converts the acoustic wave of an entire clip to fixed-
length vectors as the clip-level audio representation. Beyan et al. [4]
proposed to generate multiple dynamic facial images [5, 46] to rep-
resent each video segment and then choose a set of dynamic images
that have the highest spatiotemporal saliency as the key-dynamic
images to construct the video-level representation. In summary,
the aforementioned approaches do not utilise the full scale of the
available information in the data, as they select a subset or key
frames to represent an entire video to infer personality.

2.2 The relationship between personality and
human cognition

There are exist biological and psychological studies claiming that
people’s cognition relates to their personality. Kumari et al. [27]
examined the influence of extraversion and neuroticism with brain
fMRI activity based on “n-back” task and found that brain responses
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during cognitive activities are related to personality. More specif-
ically, the personality has been found to be important in many
cognitive processes such as risk taking [26], creativity [32], music
learning [13]. Particularly, in [13], an exploratory factor analy-
sis was conducted, where the experimental results indicate that
creativity and primary process cognition are associated with the
extraversion and psychoticism traits. In addition, a longitudinal
study conducted by Schaie et al. [43] showed that some of the
personality-cognition relations could last for over 35-years. As hu-
mans’ person-specific cognition largely depends on their unique
brain structure and activities [16, 52], a number of studies also show
that some personality traits (e.g., Extraversion, Conscientiousness,
and Neuroticism) can be reflected in the brain structure differences
[25] and activities, such as brain local volumes [14] and gray and
white matter [21].

As reviewed in Sec. 2.1, the difference between our approach,
depicted in orange in Fig. 1, and the existing approaches (depicted
in blue), is the fact that the existing approaches attempt to achieve
automatic personality perception from non-verbal behaviours. Our
approach instead, draws inspiration from the aforementionedworks
on the interrelationship between personality and human cognition,
and learns to recognize true personality by simulating and mod-
elling target subjects’ cognitive processes.

3 METHODOLOGY
As discussed in [50], automatic personality recognition aims to
predict true personality that is associated with human expressive
distal cues (e.g., facial actions) governed by human cognition. In this
sense, we propose to conduct automatic personality recognition by
modelling person-specific cognitive processes using graph repre-
sentation. To simulate and model a subject’s cognitive processes,
we search for an optimal person-specific multi-modal CNN architec-
ture that can accurately reproduce this subject’s facial reactions (Fig.
2(a), also visualized in our supplementary video)). We hypothesize
that this CNN architecture represents the person-specific cognitive
processes of the target subject. To use the person-specific CNN
architecture as input for personality recognition, we represent the
CNN parameters (operation parameters (OP) and layers’ weights
(LW)) in a graph format, which are then processed by the graph
neural network (GNN) model for automatic personality recognition
(Fig. 2(b)).

3.1 Simulating person-specific cognition
Input andTarget:Wefirst define the criteria for evaluatingwhether
a CNN is able to simulate an individual’s cognition accurately. In-
spired by the human cognitive processor model [9] (shown in Fig.
3), which receives and processes external signals and generates
corresponding behavioural reactions, we propose that when a CNN
receives the same external signals, if it is able to generate the same
reactions as the target subject, its architecture can represent the
subject’s cognitive processes. We formulate our target as follows.
During a dyadic interaction, given an audio signal 𝐴𝑆 and facial
behaviours 𝐹𝑆 of the speaker, the goal is to learn a CNN modelH
that can generate the facial reactions 𝐹𝐿 of the listener, which can
be denoted as:

𝐹𝐿 = H(𝐴𝑆 , 𝐹𝑆 ) (1)

Figure 3: Using CNN to simulate human cognition.

OnceH is learned well, it takes on the role of the corresponding
listener’s cognitive processor during a dyadic interaction. Conse-
quently, we assume that H is sufficiently informative for modeling
the listener’s true personality traits not only because human person-
ality relates to human cognition but also because true personality
is a key factor in governing how human non-verbal behaviours are
generated and displayed [50].

This paper uses speaker and listener’s facial landmark sequences
(in the form of 80 frames) as the input and target facial action repre-
sentation, respectively. The aligned facial landmarks are obtained
for each frame using OpenFace 2.0 [2], which are then transformed
based on a pre-defined mean face shape in order to keep only facial
behaviours without the identity information (as suggested by [15]).
We use 64 bin log-mel spectra as the audio representation, where
each audio frame is computed by a 40 ms hanning window with
stride size of 40 ms. This way, the number of audio frames for each
video is the same as the number of video frames. This is illustrated
as the pre-processing part in Fig. 2(a).

Multi-modal cognitive processor model: The main idea be-
hind our approach is to predict true personality traits from the
simulated human cognition. To achieve this goal, we search for
an optimal person-specific cognitive processor model architecture,
represented as a multi-modal CNN, to represent the target sub-
ject’s unique cognitive processesH . We follow the previous neural
architecture search (NAS) approaches [30, 37] to represent each
CNN architecture as a directed acyclic graph where a node 𝑁 𝑗 rep-
resents a set of feature maps generated from its adjacent parent
nodes 𝑁𝑖 , 𝑁𝑖+1, · · ·𝑁 𝑗−1 (𝑖 < 𝑗 ). A pair of adjacent nodes (𝑁𝑖 and
𝑁 𝑗 ) are connected by a directed edge 𝐷𝐸𝑖, 𝑗 which consists of a set
of pre-defined operations 𝑜𝑘

𝑖,𝑗
(10 operations were used in this paper,

explained in Sec. 3.2). As a result, the feature maps of 𝑁 𝑗 are jointly
produced by all operations on all of its parent nodes, which can be
formulated as

𝑁 𝑗 =
∑
𝑖< 𝑗

(𝑂𝑖, 𝑗 (𝑁𝑖 ) × adj(𝑖, 𝑗)) (2)

where adj(𝑖, 𝑗)) denotes the binary adjacency relationship (e.g., 0 or
1) between 𝑁𝑖 and 𝑁 𝑗 . Here, each operation 𝑜𝑘

𝑖,𝑗
in 𝐷𝐸𝑖, 𝑗 is learned
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Figure 4: The details of the CNN internal connections. Each
node in a regular block is influenced by the information
coming from all its previous nodes, and each regular block
takes the outputs from previous two regular blocks.

to have a unique parameter 𝛼𝑘
𝑖,𝑗

to represent its importance.:

𝑂𝑖, 𝑗 (𝑁𝑖 ) =
𝐾∑
𝑘=1

(𝛼𝑘𝑖,𝑗 × 𝑜
𝑘
𝑖,𝑗 (𝑁𝑖 )) (3)

Inspired by the Model Human Processor (MHP) [9], the main ar-
chitecture of the person-specific processes is set to have a visual
encoder and an audio encoder that simulate the human perceptual
processor, a fusion module that simulates the human cognitive
processor, and a decoder to simulate the human motor processor.
Also, a Long-short-term-memory network (LSTM) is employed to
process the latent features generated from two encoders and the
fusion module, simulating the human working memory (illustrated
in Fig. 3). Specifically, we set the audio encoder, visual encoder and
fusion module to have the same number of blocks and each block
contains multiple nodes and edges. The 𝑛𝑡ℎ (𝑛 > 2) fusion block
takes four inputs: the outputs of the 𝑛𝑡ℎ visual block and 𝑛𝑡ℎ audio
block, the output of the (𝑛 − 1)𝑡ℎ fusion block, and the output of
the (𝑛− 2)𝑡ℎ fusion block. Consequently, the input audio and visual
signals can be combined and jointly processed at multiple levels
(illustrated as the person-specific processor in Fig. 2(a)) during the
CNN processing, simulating the uncertainty and complexity of hu-
man cognitive and reaction processes. Specifically, we define blocks
whose input and output feature maps have the same size as the
regular blocks, and in such blocks, each node is connected to all
of its previous nodes, allowing the extracted features (nodes) to
be potentially influenced by the information of multiple previous
features (nodes) during the CNNmodel learning (depicted in yellow
in Fig. 4). In this paper, we set each CNN edge to have unique OPs
and LWs.

Adaptive loss function: To search an optimal multi-modal ar-
chitecture that can reproduce the facial reactions of a listener (i.e.,
achieving Eqa. 1), we consider that there is always a time delay for
the listener to generate facial reactions as execution of the corre-
sponding cognitive processes take some time (as stated in [9]). The
time delay may vary not only for different individuals but also for
the same individual depending upon external factors. In light of
this, we introduce a novel adaptive factor 𝜏 to model such uncer-
tainty. Let us define an audio-visual input 𝐴𝑆 (𝑡1, 𝑡2) and 𝐹𝑆 (𝑡1, 𝑡2)

as the speaker’s audio-visual non-verbal behaviours that were pro-
duced from time 𝑡1 to 𝑡2. We propose an adaptive MSE (A-MSE) loss
function to measure the similarity between the predicted listener’s
facial reaction and the ground-truth:

𝐿𝐴−𝑀𝑆𝐸 (𝑡2, 𝜏)

= 𝐿𝑀𝑆𝐸 (𝐹
𝑝

𝐿
(𝑡1, 𝑡2), 𝐹𝑔𝐿 (𝑡1 + 𝜏, 𝑡2 + 𝜏))

=

𝑡2∑
𝑖=𝑡1

68∑
𝑗=1

min((𝑥𝑝
𝑖,𝑗

− 𝑥𝑔
𝑖+𝜏,𝑗 )

2 + (𝑦𝑝
𝑖,𝑗

− 𝑦𝑔
𝑖+𝜏,𝑗 )

2, Y)
(4)

where 𝐹𝑝
𝐿
(𝑡1, 𝑡2) and 𝐹𝑔𝐿 (𝑡1 + 𝜏, 𝑡2 + 𝜏) are the predicted and the true

(ground-truth) facial reaction landmarks of the listener; (𝑥𝑝
𝑖,𝑗
, 𝑦
𝑝

𝑖,𝑗
)

denotes the predicted coordinates of the 𝑗th facial landmark of
the 𝑖th frame and (𝑥𝑔

𝑖+𝜏,𝑗 , 𝑦
𝑔

𝑖+𝜏,𝑗 ) is the corresponding ground-truth
coordinate. Here, the Y is a constant value employed to avoid ex-
tremely large loss values caused by outliers (e.g. incorrectly de-
tected face regions) which can lead to a misguided CNN search. To
achieve the adaptive loss, in practice we use a sliding time-window
to compare the prediction of listener’s facial reactions and the set
of ground truth candidates as illustrated in the last section of Fig.
2(a), e.g., 𝐹𝐿 (𝑡1 + 𝑟, 𝑡2 + 𝑟 ), 𝑟 = 1, 2, · · ·𝑅, and only choose 𝑟 = 𝜏

that allows the loss 𝐿𝐴−𝑀𝑆𝐸 (𝑡1, 𝑡2, 𝜏) to have the lowest value, i.e.,
𝜏 = argmin𝐿(𝑡1, 𝑡2, 𝜏). As a result, the delay period can be automat-
ically adapted for each iteration.

Person-specific cognitive processor architecture optimiza-
tion: In this paper, we conduct a single-level optimization strategy
using the continuous relaxation algorithm [30] for person-specific
processor architecture search. Particularly, our strategy adjusts
both operation parameters (OPs) 𝛼 and layers’ weights (LWs) 𝜔
of the entire CNN simultaneously to minimize the A-MSE loss. In
comparison to the popular bi-level optimization strategy [12, 30]
which separately optimizes OPs in the validation set and LWs in
the training set, the proposed single-level strategy firstly allows the
OPs and LWs to be simultaneously optimized rather than freezing
one of them while optimizing the other. This aims to replicate how
human cognition works with all cognitive processes jointly acti-
vated during reaction generation - there is no evidence suggesting
that some parts of the human model processor are frozen during
reaction generation. Secondly, the proposed single-level strategy
allows the parameters and weights to be optimized using the full
clip instead of a sub-segment of it (addressing the Problem 2).

3.2 Graph representation for personality
recognition

To allow for the person-specific processors to be modelled by stan-
dard ML regression techniques, we encode each processor’s CNN
architecture (𝛼,𝜔) (i.e., OPs and LWs of the multi-modal CNN) into
a graph representation𝐺 (𝑉 , 𝐸) that consists of several vertices and
edges, as CNNs have graphical topology.

Vertex features:A vertex𝑉𝑖, 𝑗 of a graph representation𝐺 (𝑉 , 𝐸)
is a 1-D vector that represents a directed edge 𝐷𝐸𝑖, 𝑗 in the searched
CNN, which contains a set of operation parameters (OPs) 𝛼𝑖, 𝑗 and
layers’ weights (LWs) 𝜔𝑖, 𝑗 . This process is illustrated in Fig. 2(b)
and is depicted in purple. We notice that the number of valid OPs
are depending on the type of the directed edge, e.g. the up/down-
sampling OPs are not used in directed edges of regular blocks while
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convolution OPs are not used for up/down-sampling directed edges.
To keep all directed edges have the same number of operations
(10 in this paper), we set OPs of those invalid operations to zero.
In addition, since the number of LWs for directed edges depend
on the number of their input and output feature maps, these are
different for different directed edges of a CNN (ranging from hun-
dreds to tens of thousands). To allow each vertex feature have the
same dimensionality, we follow the idea of [28] to select a subset of
weights 𝑆𝜔𝑘

𝑖,𝑗
from each operation 𝑜𝑘 to represent its most impor-

tant kernels (filters), i.e., we choose kernels with top-5 highest L1
values (sum of absolute weights). As a result, the number of selected
weights are also fixed for all directed edges regardless of the num-
ber of input and output feature maps. Since each OP 𝛼𝑘

𝑖,𝑗
represents

the importance of 𝑘𝑡ℎ operations of the 𝐷𝐸𝑖, 𝑗 , we multiply each OP
𝛼𝑘𝑤
𝑖,𝑗

with the corresponding 𝑆𝜔𝑘𝑤
𝑖,𝑗

, where 𝑘𝑤 = 𝑘𝑤1, 𝑘𝑤2, · · · , 𝑘𝑤𝜐
corresponds to the index of operations that have LWs (e.g., con-
volution). Finally, we concatenate the obtained multiplied OP-LW
vector (the second term in Eqa. 5) with other ^ OPs of operations
(pooling, up/down-sampling, identity mapping) that do not have
LWs (the first term in Eqa. 5), as the final vertex feature:

𝑉𝑖, 𝑗 = [𝛼𝑘𝑛1,𝑘𝑛2, · · · ,𝑘𝑛^
𝑖, 𝑗

, ⟨𝛼𝑘𝑤1,𝑘𝑤2, · · · ,𝑘𝑤𝜐

𝑖, 𝑗
, 𝑆𝜔

𝑘𝑤1,𝑘𝑤2, · · · ,𝑘𝑤𝜐

𝑖, 𝑗
⟩] (5)

where ^ +𝜐 = 𝐾 (̂ = 5, 𝜐 = 5 and 𝐾 = 10 in this paper). Specifically,
we pre-define 5 operations that have LWs, which are separable
convolution and dilated convolution with kernel sizes of 1 × 3 or
1× 5, respectively, and transposed convolution with a kernel size of
1 × 3. We also pre-define 5 operations that do not have LWs, which
are max pooling, average pooling (both with scale of 1 × 3), up-
sampling using linear/nearest strategy, and identity mapping. The
pseudo code of the vertex and edge feature encoding are detailed
demonstrated in the supplementary document.

Edge features: While each vertex in a produced graph may
have underlying relationships with all other vertices, we only de-
fine that a pair of vertices 𝑉𝑖, 𝑗 and 𝑉𝑗,𝑚 in 𝐺 (𝑉 , 𝐸) are adjacent if
their corresponding directed edges 𝐷𝐸𝑖, 𝑗 and 𝐷𝐸 𝑗,𝑚 in the CNN
model are connected to the same node 𝑁 𝑗 . This process is to pre-
vent the produced graph representation from having overly large
number of edges and is illustrated in Fig.2(b) in yellow. Instead of
only using a single binary value (0 or 1) to define the adjacency
(connectivity) between vertices in the graph representation𝐺 (𝑉 , 𝐸),
we propose to use multi-dimensional edge features that provide
more information about their relationships. Inspired by the fact
that all directed edge’s OPs and LWs are jointly optimized during
the CNN architecture searching process, we define 𝐸 (𝑖, 𝑗,𝑚) as the
mutual influence between a pair of directed edges 𝐷𝐸𝑖, 𝑗 and 𝐷𝐸𝑚,𝑗
during the optimization process, which is used as the edge feature
for corresponding adjacent vertices 𝑉𝑖, 𝑗 and 𝑉𝑗,𝑚 in the graph rep-
resentation. In practice, we propose to learn 𝐸𝑖, 𝑗,𝑚 directly from
𝑉𝑖, 𝑗 and 𝑉𝑗,𝑚 :

𝐸 (𝑖, 𝑗,𝑚) = 𝐸𝑅𝑁 (𝑉𝑖, 𝑗 ,𝑉𝑗,𝑚) (6)
Specifically, for each pair of adjacent vertices𝑉𝑖, 𝑗 and𝑉𝑗,𝑚 of R1×𝑘 ,
their vertices features are concatenated as a new 2-D matrix 𝑉𝑖, 𝑗,𝑚
of R2×𝑘 . Then, we feed𝑉𝑖, 𝑗,𝑚 to an edge relationship extraction net-
work (ERN) to learn their relationship, i.e., edge feature 𝐸 (𝑖, 𝑗,𝑚). It
should be noted that all ERNs are jointly trained with the personal-
ity recognition model in an end-to-end manner. This way, all ERNs

are learned to generate the task-specific edge features (personality-
related feature in this paper) from corresponding vertices pair.

Personality recognition model: In this paper, we formulate
the personality recognition problem as a graph regression task.
Particularly, we employ the state-of-the-art residual gated graph
convolution neural network (residual GatedGCN) [7] as the per-
sonality recognition model to process produced person-specific
graph representations. We empirically employ a network that con-
sists of six GatedGCN layers and two fully connected (FC) layers
(attached to the last GatedGCN layer) with ReLU activation and
dropout (0.3) to concatenate all produced vertices features. The size
of output layer is set to 5 to jointly recognize the five personality
traits of extroversion (Ext), agreeableness (Agr), openness (Ope),
conscientiousness (Con), and neuroticism (Neu).

4 EXPERIMENTS
4.1 Dataset
We evaluate the proposed approach on the NoXi dataset [8], which
is a multi-lingual human-to-human dyadic interaction dataset that
was designed to generate spontaneous interactions with empha-
sis on adaptive behaviours in unexpected situations. The dataset
consists of 84 sessions in which one participant acts as an Expert
and another acts as a Novice interacting on a chosen topic of ex-
pertise via video conferences. They were allowed to continue the
conversation until it reached a natural end. During the interaction,
participants can interrupt each other for either changing the topic
or inducing a mild debate whenever possible. The NoXi dataset
contains 84 pairs of audio-visual clips with participants’ ages rang-
ing from 21 to 50 years. The average and standard deviation of
clips’ duration are 18 mins 6 seconds and 6 mins 28 seconds, re-
spectively. All participants provided the self-assessments of their
Big-five personality traits using the Saucier’s Mini-Markers [42].

4.2 Implementation details
Neural architecture search: In this paper, all person-specific pro-
cessor architectures have 6 blocks for each encoder (a pre-defined
convolution layer, 3 down-sampling blocks and 2 regular blocks)
and 5 decoder blocks (2 regular blocks and 3 up-sampling blocks),
while the employed LSTMs have 3 hidden layers. During the neural
architecture search, for each trial the input speaker’s audio-visual
signal lasts for 80 frames and the listener’s candidate ground-truth
consists of 105 frames, i.e., the delay factor 𝑟 ranges from 0 to 25
frames. Meanwhile, the batch size was set to 60 audio-visual clips
and 2 Adam optimizers were independently used to adjust OP 𝛼
and LWs 𝜔 , with the learning rate of 0.05 and 0.001, respectively.
In this paper, all experiments were conducted on Pytorch platform
using Nvidia V100 GPUs.

GatedGCN and ERN: We evaluated graphical representations
built on four types of vertex features: OP only, LW only, and two
OP-LW combinations. For all experiments, the size of the first
GatedGCN layer is set to be the same as the dimensionality of the
input vertex feature 𝑑𝑖𝑛 . The size of the rest of the five GatedGCN
layers were set to be 11, 10, 10, 5 and 5 for OP features. For LW
feature and OP-LW combination features, these were set to ⌊𝑑𝑖𝑛/2⌋,
⌊𝑑𝑖𝑛/4⌋, ⌊𝑑𝑖𝑛/8⌋, ⌊𝑑𝑖𝑛/16⌋ and ⌊𝑑𝑖𝑛/32⌋, where ⌊⌋ denotes the floor
function. Each ERN used in our experiments is made up of two
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Methods Ope Con Ext Agr Neu Avg.

ACC

Spectral [45] 0.752 0.807 0.849 0.800 0.788 0.799
DCC [18] 0.755 0.787 0.772 0.736 0.791 0.768

NJU-LAMDA [51] 0.741 0.826 0.827 0.753 0.789 0.787
CR-Net [29] 0.830 0.876 0.904 0.887 0.903 0.880
PALs [44] 0.845 0.819 0.916 0.837 0.911 0.866

Ours (A-MModal (S)) 0.833 0.890 0.913 0.869 0.917 0.884
Ours (MModal (M)) 0.889 0.925 0.923 0.913 0.921 0.914
Ours (A-MModal (M)) 0.882 0.925 0.931 0.912 0.925 0.915

PCC

Spectral [45] -0.010 0.059 0.135 0.071 0.024 0.056
DCC [18] -0.153 -0.078 0.037 -0.024 0.121 0.008

NJU-LAMDA [51] -0.110 0.118 0.115 -0.067 0.032 0.017
CR-Net [29] 0.117 0.188 0.249 0.196 0.251 0.200
PALs [44] 0.129 0.091 0.27 0.106 0.264 0.172

Ours (A-MModal (S)) 0.097 0.193 0.296 0.163 0.313 0.212
Ours (MModal (M)) 0.181 0.324 0.353 0.265 0.351 0.295
Ours (A-MModal (M)) 0.168 0.335 0.371 0.249 0.382 0.301

Table 1: Personality recognition results on the NoXi dataset.
MModal denotes the graph representations of multi-modal
processors. (M) and (S) represent the multi-level and single-
level fusion, respectively. A- represents that the CNNs were
trained with adaptive loss. For all our systems, graph rep-
resentations were obtained using OP-LW (W) vertices fea-
tures while GatedGCN with edge features was employed as
the personality recognition model.

convolution blocks, each containing a 1-D convolution layer, a
batch normalization layer, and a ReLU activation function. In our
experiments, we set the dimension of the edge features the same as
that of the vertex features and utilise a 7-fold subject-independent
cross-validation strategy. For each fold, 154 videos were used for
training and hyperparameter optimisation, and 14 videos for testing.
We report the accuracy on the test sets averaged over 7 folds.

Evaluationmetrics: Two common metrics are used to evaluate
the personality recognition performance, the Pearson Correlation
Coefficient (PCC) and the mean accuracy measurement (ACC), as
adopted in the relevant ChaLearn Challenge [39].

4.3 Comparison to existing approaches
Table 1 compares the variations of the proposed model achieving
the best results to existing state-of-the-art audio-visual personal-
ity analysis approaches (automatic personality perception (APP)
solutions) - all were evaluated on the NoXi dataset. As can be ob-
served, the predictions produced by our multi-modal systems are
positively correlated with all self-reported personality traits, both
of which achieved PCC>0.32 for Con, Ext and Neu traits. These
results indicate that despite CNNs and humans having different
cognitive mechanisms, if a CNN can simulate the cognitive process
for generating facial reactions of a target subject, its architectural
parameters are well associated with this subject’s personality traits.
Also, compared to existing solutions that directly predict personal-
ity traits from non-verbal behaviours, the proposed approach that
recognizes personality traits from the simulated cognition, is more
reliable for true (self-reported) personality traits recognition. In
addition, we found that graph representations of our multi-modal

Cognitive model PCC MSE (×10−5)
Audio-to-face 0.769 2.882
Face-to-face 0.770 2.894

PS-Multi-to-face (S) 0.781 2.390
IP-Multi-to-face (S) 0.775 2.503
A-IP-Multi-to-face (S) 0.781 2.260
PS-Multi-to-face (M) 0.794 2.362
IP-Multi-to-face (M) 0.798 2.245
A-IP-Multi-to-face (M) 0.802 2.331

Table 2: Facial reactions prediction performance. PS- and IP-
denote the parameter sharing and independent parameter
strategy, respectively; Multi- refers to the multi-modal au-
dio and face information extracted from the speaker; A- re

systems achieved the best ACC performance for all five traits. Also,
it can be observed that the approaches which predict personality
using clip-level features (e.g., CR-Net, PALs and Spectral approach)
have clear advantages over the approaches that infer personality
from a single frame or thin slices (DCC and NJU-LAMDA), demon-
strating that long-term information may be more informative for
modelling personality traits.

4.4 Ablation studies
Person-specific CNN:We show the personality recognition per-
formance achieved by the proposed approach with different person-
specific CNN settings in Fig. 5(a) and the facial reaction results in
Table.2. It can be observed that the predictions generated by all
model variations are positively correlated with the self-reported val-
ues across all five traits. In general, multi-modal systems achieved
better results than single-modal systems for both personality recog-
nition and facial reaction prediction tasks. This demonstrates that
both audio and facial behaviours of the speaker have impact on the
listener’s facial reactions, and when modelling the cognitive pro-
cesses for reaction generation, each modality provides unique and
useful clues for personality recognition. For multi-modal systems,
multi-level fusion not only allows the searched person-specific ar-
chitectures to simulate better facial reactions than the single-level
fusion setting, but also yields better personality recognition perfor-
mance. This is due to the fact that the multi-level fusion strategy
allows the CNN internal feature maps (cognitive processes trig-
gered by the speakers’ audio and facial behaviours) to interact at
multiple cognitive levels.

Meanwhile, the independent parameter (IP) setting largely
improved the personality recognition performance over the widely-
used parameter sharing (PS) strategy [30, 37]. In particular, the
prediction performance of Ope, Con and Neu traits benefited from
the IP setting with 4.4%, 2.4% and 1.6% ACC improvements and
42.4%, 32.9% and 35.5% PCC improvements, respectively. This val-
idated our assumption that we should use different CNN blocks
to simulate the different functions of human cognitive processes.
While most of our systems have achieved good performance in
recognizing Con, Ext and Neu traits, the use of the adaptive loss
provided further improvements for the recognition of these traits.
Since a similar conclusion, i.e., Ext and Neutraits are well associ-
ated with human cognition, has been frequently claimed by previ-
ous studies, we assume that the proposed adaptive loss allows the
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(a) Personality recognition results of different person-specific cognitive processor settings.

(b) Personality recognition results of different recognition model settings.

Figure 5: Ablation studies results, where the definition of MModal, S, M, PS-, IP-, A- can be found in the captions of Table. 1
and Table. 2. E- represents the use of end-to-end learned edge features.

searched CNN simulate better the real human cognitive processes.
Based on the architectural parameters of multi-level fusion of the
multi-modal person-specific processors, Fig. 5(b) compares the per-
formance achieved by different personality recognition models and
graph representation settings.

Graph representation:We found that when using LW or the
simple concatenation of OP and LW (OP-LW (C)) as the vertex
feature, their graph representations have very similar capability
for recognizing personality, both of which outperformed the graph
representations that only use OP as the vertex feature. This can be
explained by the fact that the OP vertex feature ignores all layer
weights which are crucial in deciding CNNs’ generalization capabil-
ities. In other words, clues for inferring personality traits reside in
both OP and their LW. More importantly, the graph representation
constructed by the proposed operation parameter-based weighted
layers’ weights (OP-LW (W)) outperformed the OP-LW (C) setting
across all five traits, demonstrating that such weighting strategy is
a superior way to construct vertex features.

Personality recognition model: Almost all models achieved
positive correlations across all traits. Moreover, even the system
that simply uses an MLP with four hidden layers to process person-
specific representations (i.e., 1-D vectors that are produced by con-
catenating all OP and LW of each person-specific processor, respec-
tively and then processed by correlation-based feature selection
(CFS) [20].) can make predictions that show clear positive correla-
tions (𝑃𝐶𝐶 > 0.1) with the self-reported Con, Ext and Neu traits.
This demonstrates that the optimal CNNs architectures found by
our approach are well associated with target subjects’ personality
traits. Although the standard GCN model only generated a similar
performance to the MLP, the GatedGCN model achieved a large
improvement. In particular, the proposed end-to-end edge feature
learning strategy (edge-GatedGCN) further enhanced the person-
ality recognition performance over the GatedGCN that only uses

binary adjacency matrix to define edges. We conclude that the pro-
posed end-to-end edge feature learning strategy helps GatedGCN
extract additional task-specific clues for personality recognition.

5 CONCLUSION
Our approach recognizes true personality from the simulated person-
specific human cognition, which is represented as a graph of person-
specific CNN architecture. Our experimental results show that
CNNs’ architectural parameters are positively associated with the
self-reported personality traits. Additional modalities might en-
able better CNN model learning and can in principle be combined
via the proposed fusion module. One limitation of this work is
that searching a person-specific CNN for each subject takes a rela-
tively longer period of time compared to existing approaches, and
therefore it may not be suitable for fast personality assessment
requirements. Nevertheless, this work opens up a new avenue of
research for recognizing socio-emotional phenomena (personality,
affect, engagement, mental health) from the simulations of person-
specific cognitive processes that will have further implications for
relevant fields including neuroscience, cognitive and behavioural
sciences, and social robotics [1], [6] (e.g., for creating data-driven
robot coaches that can express personalized behaviours during
dyadic interactions.).
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