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ABSTRACT
The rising popularity of Artificial Intelligence (AI) has brought con-
siderable public interest as well faster and more direct transfer of
research ideas into practice. One of the aspects of AI that still trails
behind considerably is the role of machines in interpreting, enhanc-
ing, modeling, generating, and influencing social behavior. Such
behavior is captured as social signals, usually by sensors record-
ing multiple modalities, making it classic multimedia data. Such
behavior can also be generated by an AI system when interacting
with humans. Using AI techniques in combination with multimedia
data can be used to pursue multiple goals, two of which are high-
lighted here. First, supporting people during social interactions and
helping them to fulfil their social needs either actively or passively.
Second, improving our understanding of how people collaborate,
build relationships, and process self identity. Despite the rise of
fields such as Social Signal Processing, a similar panel organised at
ACM Multimedia 2014, and an area on social and emotional signals
at the ACMMM since 2014, we argue that we have yet to truly fulfil
the potential of the combining social signals and multimedia. This
panel asks where we have come far enough and what remaining
challenges there are in light of recent global events.

CCS CONCEPTS
•Applied computing→ Psychology; •Human-centered com-
puting → Collaborative and social computing theory, con-
cepts and paradigms; • Computing methodologies → Artifi-
cial intelligence; • Information systems→Multimedia infor-
mation systems.

KEYWORDS
multimedia, human social behavior, artificial intelligence, multi-
modal machine learning, social signal processing
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1 INTRODUCTION
This panel aims to address the bottlenecks and opportunities facing
the Multimedia Computing community and researchers in adjacent
fields as they push forward the frontier of AI related to humans
and machines. Specifically, we are interested in the following:

(1) AI that is used as the basis for applications that support
human social interaction;

(2) AI that allows us to gain a fundamental understanding of
human social behavior, even to the extent of developing
novel social science theories;

(3) Social interaction support interfaces ranging from passive
interfaces to AI being active social participants.

With the global pandemic and social distancing, applications that
can help improve our social well-being has gone from a ‘nice to
have’ to a key component for combating increasing mental health
problems related to social isolation. Although we have scrambled
to develop new ways to socialize virtually, we have lost the possi-
bility to have in-person, serendipitous social experiences. Despite
attempts that have been made to recreate informal and chance en-
counters virtually, much of the social bonding that comes from in
person interaction has also been lost. It has become clear that look-
ing after social well-being is a vital part of preventing more chronic
mental health issues such as loneliness and depression. Despite the
growth in AI in recent years, we have to ask ourselves whether we
were as ready as we could have been to produce technologies to
help people to fulfil their social needs. Much of current AI research
still focuses less on understanding ‘social’ phenomena and more
on understanding more basic primitive machine perception behav-
ioral concepts such as human action recognition. When behavior
prediction or understanding is attempted, the modeling of the cog-
nitive motivations behind an individual’s behavior are either not
considered at all, or they are hypothesised posthoc. While there is
an inherent comfort to solving tasks that involve objective ground
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truth, the biggest challenge is how to learn from real world data oc-
curring in real-world situations where real-life social relationships
are at stake.

We take the position that Social Multimedia Computing should
be there to help to enhance, inform, or influence our social interac-
tions for more effective and satisfying social interaction experiences.
However, training models to a sufficient level of robustness requires
significant amounts of data that cannot be collected using the more
popular recent approaches involving trawling the internet for on-
line ‘found data’. Real data of real relationships is often sparse,
messy, complicated, and inherently more private. This situation
puts us into a conundrum as to how to train new models for such
machine understanding tasks. New paradigms of data collection,
sharing, and processing are likely to be needed.

2 BACKGROUND
Aside from the global events that have taken place in recent years,
the idea of integrating Social Signals into Multimedia Computing
is nothing new. However, one can already observe that a potential
bias exists in our understanding of what Social Signals are. A quick
Google search for ‘Social Signals’ will bring up results predomi-
nantly about social media signals and marketing strategies. This
was also the case back in 2014 when a related panel "Emotional
and Social Signals: Where art Thou?" was organized [2]. Given the
importance of search engines and data on the internet for helping
us to understand and study the world through the eyes of machines
considers this seems an interesting disparity. However, the term
originated from Social Science and referred to signals generated
from a constellation of human behavioural indicators or cues [5]
coming from body language.

The magnitude of our lack of understanding of the perils of
found data is beginning to show. See the extensive discussion by
Prabhu et al. [4] about the large scale misuse of human data for
training computer visionmodels. Increased concerns for responsible
practices in AI have led to more debates in the public arena about
the sourcing of human data. This also makes the sourcing of human
social interaction data even more sensitive. This caution has also
been observed in the industrial market place such as the decision by
Apple and Google during their recent collaboration for smart mobile
based contact tracing 1. Design choices were made to ensure that
while bluetooth proximity information could be shared, location
information would not be.

If found data from the internet cannot be so easily shared openly,
researchers fall back on more prohibitive sharing licences that
restrict access to research institutions only. These are more difficult
to handle administratively as manual intervention is required to
ensure that data applicants are reputable and misuse of data is
policed to some degree. Funds to continue looking after datasets
that are available only under restrictive licences are usually not
available beyond the life of an associated project. Given the manual
effort involved, sharing data of social signals is likely to have much
less impact than the publicly open datasets containing millions of
examples that can easily be trawled online. When considering the
gathering of highly personal human behavioral data in long term
social settings, the situation is compounded. In those particular

1https://covid19.apple.com/contacttracing

settings obtaining the ground truth is an additional complexity
calling on innovative approaches for experience sampling [3].

Aside from the concerns mentioned above, some forms of un-
wanted bias can still exist in the resultant system. The social science
theories we base our systems on are in themselves evolving. The
intervention of the researcher is vitally important. Leading by in
example in responsible system design helps to ensure that realistic
expectations about the technology are communicated. Education to
the general public as well as the next generation of practitioners and
researchers to be responsible and mindful of how such technologies
could be used is also crucial. We must also not overlook recent
developments in AI related to privacy preserving methodologies 2

There may be an opportunity to fuse some of the concerns and
opportunities mentioned above. One such possibility is to consider
an approach that frames the relationship between the humans and
machines within the ecosystem of a more collaborative, adaptive,
responsible, and ethical framework - a so-called Hybrid Intelligence
approach [1]. A successful implementation of this is still an open
question but could include paradigms involving learning and adapt-
ing from limited data and more human intervention. Such topics
may well be more difficult for industry to take a lead on and perhaps
calls for more leadership and initiative from research institutions.

3 PANEL TOPICS
The panel will consider the past, present, and future of AI research
at the intersection of social signals and multimedia. Questions that
are of specific interest are the following:

• What are the most important achievements in the study of
social signal processing in the fields of multimedia and adja-
cent fields? What are historically the missed opportunities?

• What are the relevance of social signals given the current
popularity of AI research? Where can the Multimedia Com-
munity take the lead? Where might it be lagging behind?

• What are the challenges and opportunities of moving from
generalized to (life-long) personalized models?

• How can we ensure that the research community is invested
appropriate effort into creating and annotating the necessary
data sets?

• How do we design such data sets to ensure that the research
or applications using them is fair and avoids bias? How do
we educate users about potential (unintended) misuses?

• How can we promote a responsible understanding of re-
search outcomes involving AI and social signals. This also
includes promoting the best grounding to our knowledge
based on social science theories?

• What must we do to ensure that ethics and data privacy
are appropriately addressed? How can we make clear to the
community that multimedia social signals research done
right does not need to violate privacy (privacy preserving
algorithms, best practices in data collection)?
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